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Agenda 

}TWG Overview/Status 

}OpenSFS PAC update 

}OpenSFS Roadmap 

}2012 Development Priorities 
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TWG OVERVIEW/STATUS 
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TWG Mission Statement 

ƁWork with the Lustre community to ensure that Lustre 

continues to support the stability, performance, and 

management requirements of the OpenSFS members as 

HPC compute platforms continue to scale   

ƁResponsible for creating and managing the roadmap for 

the OpenSFS community: 

¶Gather requirements from the Lustre HPC community 

¶Prioritize and recommend development projects to the Board 

¶Initiate RFPs for important features 

¶Work with contractors to meet these requirements  
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TWG Accomplishments 2011 
} Mar 2011  Publish Community Lustre Requirements  

} Apr 2011 Issue RFP to solicit improvements to metadata  

 performance and scaling, OSD quotas, lfsck 

} Aug 2011 Announce multi-year, multi-million dollar development  

 contract  with Whamcloud (see below) 

} Sep 2011 Review and recommend IUôs WAN Proposal for funding 

} Nov 2011 OpenSFS agrees to fund IUôs Lustre WAN improvements 

 (announcement is pending contract discussions) 
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Feature Purpose Project 

Single Server Metadata 
Performance Improvements 

Scale-up strategy to 
remove MDS processing 
bottlenecks 

SMP Node Affinity  

Parallel Directory Operations 

Distributed Namespace Scale-out strategy to 
enable multiple MDS per 
file system 

Remote Directories 

Striped Directories 

Lustre File System Checker Monitor, validate, and 
repair file system state on-
line 

Inode Iterator & OI Scrub  

MDT-OST Consistency  

MDT-MDT Consistency 



PAC UPDATE 
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Project Milestones  

}Scope Statement 

}Solution Architecture 

}High Level Design 

}Implementation 

}Demonstration 

}Delivery 
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Single MDS Performance 

}Parallel Directory Operations 
ƁBreak up single lock per directory 

ƁLiang Zhen presenting at Lustre Pavilion, Tues 2pm 

}Progress 
ƁScope Statement  -- delivered 

ƁSolution Architecture  -- delivered  

ƁHigh Level Design -- delivered 

ƁImplementation  -- in progress 

}Next Phase 
ƁSMP Node Affinity (start ~Jan-Feb 2012) 
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Distributed Namespace 

}Remote Directories 
ƁMultiple MDTs 

Ɓno striping of directories 

}Progress 
ƁScope statement -- delivered 

ƁSolution architecture  -- in progress 

}Next Phase 
ƁStriped Directories will start after Remote Directories 

completes (Oct-Nov 2012) 
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Lustre File System Checker 

}Inode Iterator & OI Scrub  
ƁVerifies inode->FID mapping in object index table 

ƁAllows for file-level backups of MDT 

}Progress 
ƁScope Statement  -- delivered 

ƁSolution Architecture  -- delivered  

ƁHigh Level Design -- non-required 

ƁImplementation  -- in progress 

}Next Phase 
ƁMDT-OST Consistency (start Jan-Feb 2012) 

ƁMDT-MDT Consistency (start after DNE) 

 

10 


