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Outline 

ÂRIKEN and Fujitsu jointly developed  
ñK computerò 

ÂNow in Public Operation, and still continuing system 
software tuning for more suitable. 

ÂOutline of This Talk 

ÂK computer and FEFS Overview  

ÂPerformance Evaluation 

ÂIssues towards Exascale 

ÂFujitsuôs Roadmap towards Lustre 2.x 
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System Overview of K computer 

¸  

¸8 Core, 6MB Cache Memory and MAC on 
Single Chip 

¸High Performance and High Reliability 
with Low Power Consumption 

¸With 4 Computing Nodes 

¸Water Cooling: Processors, ICCs etc 

¸ Increasing component lifetime and 
reducing electric leak current by low 
temperature water cooling 

Rack High Density 
¸102 Nodes on Single Rack 
¸24 System Boards 
¸6 IO System Boards 
¸System Disk  
¸Power Units 

 

Processor: SPARC64TM VIIIfx  

System Board: High Efficient Cooling 

Our Goals 
¸  
¸Keeping Stable System Operation over 88K Node System 

(10PFlops:  864 Racks)  

Interconnect Controller:ICC 
¸6 dims- Torus/mesh (Tofu Interconnect)  
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System Configuration 
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IO Architecture of ñK computerò 

ÂIO System Architecture 

ÂLocal Storage for JOB Execution  
ETERNUS(2.5inch, RAID5)   

ÂGlobal Storage for Shared Use  
ETERNUS(3.5inch, RAID6) 

 

ÂConfigurations of each file 
system is optimized for each. 

ÂLocal File System   
Over 2,400-OSS  
(for Highly Parallel) 

ÂGlobal File System   
Over 80-OSS 
(for Big Capacity) 
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